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1. INTRODUCTION

1.1 Purpose

A controversial approach to the reduction of energy consumption in urban
roadway networks is the "diamond lane." This is the restriction of automo-
biles with fewer than a fixed number of occupants from specified lanes in
freeways. This report describes the results of a pilot study aimed at de-

termining whether a diamond lane actually does save energy.

A larger purpose of this research has been to investigate the feasibility
of using large scale optimization techniques in a program of computer assisted
traffic engineering. The diamond lane study is a special case of this. We
have determined that this approach is feasible, and that there are circum-~

stances under which diamond lanes can save energy.

The problem of traffic management (including energy conservation in net-
works) is difficult because of its complexity. There are a large number of
cars, streets, and traffic signals in a network, and the existence of each
has an effect on the others. For example, in assessing a diamond lane, one
must recall that it is not the only control in the network. It may be
necessary to change the settings of traffic signals, to obtain optimal energy
consumption, after a diamond lane has been established. Furthermore, these
changes are likely to alter the locations of congestion and points of
delay. Drivers are likely to respond by changing their routes. Finally,
diamond lanes favor buses and carpools over cars. Commuters will consider

this and may change transportation modes as a result.

Consequently, all of these controls and effects must be considered
simultaneously,and this was the approach taken in the pilot study reported

here.

1.2 oOutline of Approach

At the heart of the procedure is a traffic assignment program: an algo-

rithm that calculates the distribution of traffic flow in a network when
origin~destination demand data is specified and broken down by mode. Such a

program requires two things: an optimization technique and a set of traffic



models.

The optimization techniques used here were formulated for a similar prob-
lem in computer communication networks. It very efficiently exploits the

special attributes of the network structure.

The traffic models calculate the cost, according to each of the criteria
considered, of traveling on each roadway link. To do this, they include de-~
tailed functional relationships between flow, velocity, signal settings,
delay, and energy consumption. Such relationships are obtained from mathema-

tical modelling and empirical data.

Two versions of the assignment program are described: one for single-
vehicle-class problems and one for multiple-vehicle-class problems. The
former is appropriate when all vehicles in the network are treated the same,
and controls, such as traffic signals, apply to all vehicles equally. The
latter is appropriate when some are favored at others' expenses, for example

in diamond lanes.

There is a large body of literature dealing with optimal signal setting:

the calculation of green splits, cycle times, and other quantities, given the
flows of traffic through an intersection or in a network. Relatively little
study has been directed toward the choice of signal settings given their
effect on network flows. In this report, an iterative heuristic procedure

is proposed to calculate settings taking this into account.

The study of gggg_ggliz_seeks to find how the population of travellers
chooses among the available transportation modes. We treat travel time as
the most important variable parameter* that travellers consider. Travel
time, for each mode, depends on flows on each link and on all traffic controls,
including diamond lanes. We propose another iterative, heuristic procedure

to simultaneously treat all these effects.

1.3 sSummary of Capabilities

Different versions of many of the elements of this procedure were con-

structed. These are briefly summarized here, and discussed in detail

* That is, we treat other attributes, such as comfort or crowding as different
for different modes, but independent of traffic flows.



elsewhere in the report.

1) The assignment may be according to system or user optimization.
That is, it can be best from the system's point of view or it can predict
how drivers actually choose routes. The experimental user optimization
method discussed here is new and appears to represent a significant improve-

ment in flexibility and accuracy over existing techniques.

2) If the assignment is system optimized, the criterion can be either
average travel time or total fuel consumption rate or any positive linear

combination of the two.

3) Both fuel consumption rate and total travel time rate (in vehicle-
hours per hour or passenger-hours per hour) are evaluated, regardless of

assignment optimization principle or criterion.

4) One version (single class) of the assignment program assumes that
all vehicles are the same. The other (multiple class) assumes that vehicles
can be separated into three distinct classes, with different passenger

occupancies, impact on delay, and energy consumption.

5) Multiple class system optimized runs can reserve lanes if a network
with the proper structure is analyzed. In general, any link can be reserved
by the program.

6) The programmer can specify reserved links in a user optimized mul-

tiple class run.

7) Signal settings can be calculated in two ways: a computationally
fast, approximately optimal formula can be used for either isolated or
widely spaced signals. In addition, a program is available to calculate

cycle time and phase offset for coordinated signals.

8) Mode split can be calculated as a function of discrepancies in

travel time among the modes.

1.4 Outline of Report

In Section 2, we describe the formulation of the model. This includes
a presentation of fuel consumption and delay functions at signals, ramps,

and freeways, a description of user and system optimization, and a demonstration



of mode split. In Section 3, we discuss the methods used to solve the problem.
Section 4 contains numerous examples to illustrate the approach described here.
Section 5 concludes this report with a set of recommendations. These recom-
mendations are chosen to improve the convenience, generality, and computational
efficiency of these methods, and no great difficulties are anticipated in
carrying them out. Appendix A contains a description of the MITROP program,
which calculates optimal settings of coordinated traffic signals. Appendix

B shows how the signal delay calculation of MITROP is adapted for use with

the assignment program. We discuss in Appendix C the way both system and

user optimization behaviors are exhibited simultaneously by actual networks.

1.5 Main Conclusion

The fusion of assignment, signal calculation, and mode split is a
highly complex, large scale optimization problem. We present a systematic
approach to the solution of this problem and conclude, by means of the

pilot study reported here, that this approach is a feasible one.



2. MODEL FORMULATION

2.1 Introduction

In this section three important problems of traffic engineering are
formulated: assignment, the optimal choice of traffic signal parameter

values, and modal split.

These problems are approached assuming a steady state (or static) model
of traffic flow. The vehicle traffic in a network is never at rest, but there
are quantities that remain nearly constant and steady state relationships
among them that are nearly valid over relatively long periods of time. Such
relationships have traditionally been used to simplify the analysis of

transportation networks [2] through [16].

We assume here that the flow on a link, in vehicles per hour, is a
parameter that remains approximately constant over periods that are long com-
pared to, say, the time a given vehicle spends on the link. The same is

true for all other quantities discussed here.

The assignment problem is that of calculating the distribution of vehicles

in a traffic network, given the travel demand and the network structure.

The mathematical formulation of this problem requires several pieces
of information. Delay on each roadway link must be specified as a function
of traffic flow and other parameters (such as link capacity and traffic
signal variables). The assignment principle must be defined: do drivers
choose the shortest paths available or does a central controller dictate
route choices to minimize a system wide cost (such as energy consumption)?
In this section we describe delay and cost models for different kinds of net-

work links. Assignment principles are discussed in section 2.4.

Two versions of the assignment problem are presented. In one, all vehicles
are treated as if they are exactly the same. In the other, we distinguish
among ciasses of vehicles: for example, single passenger (i.e., non-pooled
or private) cars, car pools, and buses. We consider three characteristics
of vehicles: the impact on link delay, the average passenger occupancy, and
the energy consumption per vehicle. Private cars and car pools have the

same energy consumption and the same effect on travel delay on each link.

5=



Car pools have a higher passenger occupancy than private cars. Buses have a
greater impact on the delay on a link, they have greater passenger occupancy,
and they have greater energy consumption than cars or car pools. These con-

cepts are quantified below.

The values of traffic signal parameters, such as cycle time and green
split (the fraction of a cycle that the signal is green), have an important
effect on delays on signalized links and thus on the assignment. The prob-

lem of optimal signal setting is that of calculating the parameters that

minimize delay or other cost function. This requires models of traffic sig-
nal delays and an optimization algorithm. In this section, models of signal
delays are presented. In the following section, methods of calculating sig-

nal parameters are discussed.

In the multiple mode assignment problem, different classes of vehicles
may experience different levels of service. For example, if cars are pro-
hibited from traveling on some links, they will probably encounter longer
travel times than buses. Travelers can be expected to respond to such dis-
crepancies by choosing more desirable transportation modes. The calculation

and prediction of this behavior is the problem of modal split.

2.2 Flows and Constraints

In this section, we define traffic flow for the single and multiple
vehicle class formulations. Tratfic flow 1s never negative and, in steady
state, i3 conserved at network modes. These constraints are stated precisely

here.

2.2.1 single-vehicle Class Formulation

We deine ¢11 to be the flow, in vehicles per hour, of traffic on link i
destined f.:r node J.

vositivity: All flows are positive, 1.e.,

b >, all g, (2.1)

maservation of flow The total flow ertering a ncde equals the total

;1ow lhavitg tine node, and thig is true when the flow is broken down by



destination. Assume that in Figure 2.1 links il""'ia carry flow toward node
k and links 21,...,28 carry flow away from node k. Define rkj to be the

flow requirement, or origin-destination demand data. This is the rate, in
vehicles/hour, of vehicles appearing at node k whose drivers want to go

to node j. Such traffic could be arriving from outside the system, from

parking spaces or parking garages, or other sources. Then the total flow

leaving node k and destined for node j is ¢2 3 +.0.+ ¢£ j and the total flow
1 B
entering and destined for node j is ¢, . +...+ ¢, . +r .. If k # 3, we have
i3 i3 kj
b, .+ o+ b, L~ (D, L F. .+ D, ) =1rx . . (2.2a)
%3 283 i,3 i,3 kj
If k = j, then

bp s+ een by L~ (D, L F ...+ O, ,)=-Zr., (2.2b)
.3 263 i,3 g ™

where the term on the right is the negative of the total flow destined for

node j.

Define the total flow on link i to be
= . 2.3

2.2.2 Multiple-Vehicle Class Formulation

The multiple class flow problem [10] is similar, but there is one
variable for each vehicle class on each link.

(n)

Let ¢ij be the flow, in vehicles per hour, of traffic onlink i whose
destination is node j and which is in class n. In this report, n=1 refers

to single-passenger cars; n=2 refers to car pools; and n=3 refers to buses.

As before, we have positivity constraints, i.e., !

(n)
¢ij

and conservation of flow constraints:

> 0; all i,3,n, (2.4)




iovre 0.1 n Link rede Conficuration



(n) (n)
¢£1j + ...+ ¢£Bj (¢i1j + oia. ¢iaj )
_ (n) .
= rkj ck#3, (2.5a)
(n) (n) (n) (n)
¢2.13 + ... + %'Bj (¢ilj + ... + ¢iaj )

(2.5b)

"
1
N

=]
.
—~
2
"
wJ.

The total passenger flow rate Pi on link i is
- (n) (n)
P, = . .

is the average passenger occupancy, i.e. the average number of

(n)

where w
people per vehicle, of vehicles of class n. The total passenger flow rate is

the number of passengers per hour that travel on link i.

The total passenger-car-equivalent flow ¢i on link i is
b, = 2 D, ey M (2.7
i 3 o ij

We assume that a mixture of vehicles produces a delay on a link which is the

(n)

same as that produced by an equivalent number of passenger cars. Then e

is the ratio of the increase in delay produced by one more vehicle of class n
on a link to that produced by one more passenger car: see references [31] and

[66]. 1In the single vehicle class case, e(l) = 1 and (2.7) reduces to (2.3).

2.3 Travel Time and Energy Consumption Cost Functions

2.3.1 Travel Time

Define Ti to be the average time a vehicle spends on link i. The
functional expression for Ti depends on whether link i is a freeway segment,
a freeway entrance ramp, or a signalized arterial. A vehicle spends its
time on a link either traversing the link (possibly slowly because of con-
gestion) or waiting in queues (i.e., actually at rest). The time Ti depends
on ¢i, possibly the total flow on other links, and possibly on some traffic

signal parameters.



Link Traversal Time ti (¢i)

A common link traversal function that is used in assignment studies is

the fourth power polynomial [2]
£ 0 =t (1 + .15 6. /c0D (2.8)
il oi : i"7i g :

where toiis the traversal time when ¢i = 0 and Ci is the link capacity.

Alternatively, one may use
=2 .
£, (9,) = L./, (2.9)

where li is the length of link i and v, is the velocity on link i. The

velocity is obtained from
o, =p.V., (2.10)

and the fundamental relationship between flow ¢i and density pi (see refer-

ences [1] and (18]1- [22]).
pi - ki(¢i)’ (2.11)

as illustrated in Figure 2.2.

The density can be represented by a polynomial in the flow. Coefficients
can be chosen as in (2.8), or to approximate (2.11) or Figure 2.2, or to
represent cases in which velocity (and thus traversal time) is constant,

i.e., independent of flow.

Freeway Links

There are no sources of delay on freeways except link traversal time.

Thus, if i is a freeway link,

T, =t,.($.) . (2.12)
1 1 1

Freeway Entrance Ramps

If link i is a freeway entrance ramp, then the travel time on link i

depends on ¢i and also ¢£, where % is the adjacent freeway link.

-10-
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(See Figure 2.3). This is because a driver on link i must wait longer for an

acceptable gap in traffic on link % if the freeway traffic flow increases.

A function that expresses this is

-1
T = T 0. + ti(¢i), (2.13)
11

where Ei is the effective capacity of link i. This depends on the flow on

link £ as follows:

— ! x
E, = b, /(e -1). (2.14)

]
In this equation, ¢2 is the flow in the entrance lane of link L. We

assume that
L

by = bp/Ny (2.15)

where link £ has N lanes. The quantity x is the average number of cars in
the entrance lane of link % that appear in the gap required by cars on
entrance ramp i. For example, if drivers on link i require a time gap of

length T before they enter the freeway, then [32]
X = ¢i T. (2.16)

If drivers on link i require a distance gap D, then

X = pi D, (2.17)
where

Di = DQ/N. (2.18)
Equation (2.17) is used in the computer program with D=160 ft., = 0.0303 miles.

The function ti(¢i) is the average traversal time and may, for example,

be constant. Note that in eguation (2.13) the travel time on link i depends

on the flow on link £.

~]12=
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‘\t\ FREEWAY-ENTRANCE RAMP

Figure 2.3 Freeway-Entrance Ramp



Signalized Arterials

Two signalized arterial travel time functions have been considered in
this study. One is the Webster formula [23], [24), [61] and is most appro-
priate for isolated intersections, i.e. where signalized intersections are

relatively far apart. The travel time is given by

e , _ % '
1-¢ i/si gs; (gsi-¢i)

= + . B

T ti(¢i) 45 (2.19)
where ti(¢i) is the traversal time discussed above, c is the cycle time, s
is the saturation flow (the capacity of lipnk i if the signal were always
green), and g is the green split (the fraction of time the signal is effec-

tively green to link i).

The other is the MITROP cost [25], [26], [27]. This travel time function

has been rewritten to be compatible with the assignment algorithms as follows

¢, gs, -,
= 1 S
T, SR 6+ = 1.25( 53 )

1 s,C
g 1

2

R S (2.20)
2 1
Py (1- =

B

where Yi is the offset between the signals at the ends of link i and pi is
the platoon length on link i. These variables, as well as gi and c, are
obtained from the MITROP program. The MITROP program is discussed in Appen-

dix A and equation (2.20) is derived in Appendix B.

2.3.2 Energy Consumption

In this study we also investigate the total energy consumed per hour by

the vehicles on the network. BAgain, there are different functional forms for
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different kinds of links.

Freeway Links

Extensive research was performed by Claffey [28) who found data for G(v},
the gasoline consumption per vehicle per mile as a function of velocity. We

fitted a polynomial to his tabulated results for automcbiles and used
Fi = £i¢iG(vi), (2.21)

as the total fuel consumption per hour onlink i in the single vehicle class

formulation. The velocity v, is obtained from (2.10) and (2.11).

In the multiple vehicle class formulation, the total fuel consumption on

link i is given by

¥ (n) _(n}
P, = Zn: 2,0, W™ ), (2.22)
where
(n) _ Z (n)
¢i = ¢ij (2.23)
(n)

is the total flow of class n vehicles on link i. The function G is the
fuel consumption rate of class n vehicles in gallons per mile. When n=1 or

2 (cars or car pools) we use Claffey's results for automobiles ([28], Table 6,
page 17). Claffey has no results for buses, but for n=3 we use his results

for two axle, six tire trucks ([28], Table 13, page 24).

The gasoline consumption functions G(na(v) used here are polynomial
fits to Claffey's results. For automobiles, n=1 or 2 (for single passenger

cars and car pools) and we use

¢ (v) = .121415 - .674656x10" 2v + .205562x10 Sv>
-.260145x10 v + 126133x10" V- .

For buses, using data for six-wheel, two axle trucks, we use
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G(3) 32

(v) = .129518 - .842106x10 2y + .331912x10 v

-.485759x10 °v° + .271696x10™ v .

Entrance Ramps

Claffey [28] has results that are of value for entrance ramp fuel con-
sumption. The gasoline consumed H(v) by a vehicle in a stop-go cycle, i.e.
in changing its speed from v to zero and back to v is tabulated*. The fuel
consumed, Fi, by vehicles on entrance ramp i in the single class formulation

is given by
_ I
Fg =0 (H(Vi) T E -3, ) '
i'i

where I is the gasoline consumption rate in idling and (Ei—¢i)—l is the aver-

(2.24)

age time a driver on entrance i must wait for an acceptable gap on link L to

appear. See Figure 2.3 and equation (2.13).

In the multiple class formulation, the fuel consumed on entrance ramp i

is given by

(n)

_ (n) (n) I

F, = z : ¢, (11 (vi) + 55 ) ' (2.25)
n 1 b &

(n)

where for n=1 and n=2 we use a polynomial fit H to Table 7, page 18 of [28]

and for n=3, we use Table 14, page 26 of [(28]. These are, for n=l,and 2,

H(n)(v) = -.777448x10"° +.127548x10 2y - .4ozoo4x10'4v2
+.694154x10 %> - .40959x10 Sv?,

and

* Actually H(v,t) is tabulated. H{v,t) is the gasoline consumed by a vehicle
in a stop-go cycle and idling for t seconds. There is evidently an error in
Table 7, page 18 of [28] which displays H(v,t) for automobiles. The tabulated
data is not consistent with the specified idling rate of .58 gallons per hour.
The correct values are given by H(v,t) = H(v,0) + .58t, where H(v,0) is

found in the first column of Table 7.
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(3)

H W (v) ~.170478x10"% + .235000x10 ¥+ .117785x10" v2

6v3 - .504837x10—8V4 : l

+.138942x10

Also, I(l) = I(z) .58 gallons per hour and 1(3) = .65 gallons per hour

(Table 9, page 19 of [28]). :

Signalized Arterials

Based on the work of Evans and Herman [29], we calculate the fuel consump-

tion on a signalized link in the single vehicle class formulation by
F, = (a, + BT,)9., (2.26)
i i i''i
where Ti is given by (2.19) or (2.20), and where
A =0.0434 gallons/vehicle/mile
B = 0.000258 gallons/vehicle/second.

Unfortunately, Evahs and Herman do not consider the fuel consumption of
buses. Therefore we assume that bus fuel consumption on streets can be approxi-
mated by a constant K times autombile fuel consumption on streets. We obtain
K by taking the ratio of bus (i.e., two-axle, six-tire truck ) to automobile

fuel consumption at 30 mph as calibrated by Claffey [28].

Thus, in the triple vehicle class formulation,

F, = F.(l) + F.(Z) + F.(3) = (AR, + B‘r.)(¢.(l) + ¢.(2) + K¢.(3)) (2.27)
1 1 1 1 1 1 1 1 1
where
c(3)
K = ~717i§9—2291- = 1.523. (2.28)
G (30 mph)

2.3.3 Total Cost Functions

Given the average travel times and energy consumption rates on each link
of the network, it is of interest to evaluate such quantities for the network

as a whole. In this section we define system-wide cost measures.
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Vehicle-Average Travel Time

The average time a vehicle spends in the system is

T ¢
all links i *~ *

r .
nodes j,k k3
where the summation in the numerator is taken over all links in the network and
the summation in the denominator is over all pairs of nodes. The denominator
is specified and is equal to the total vehicle flow rate through the network.

Thus, we can measure this average by calculating

c, = Zritbi. (2.29)

i

Passenger-Average Travel Time

Similarly, we can measure the average time a passenger spends in the

system in the multiple vehicle class formulation by calculating

c, = Z TP, - (2.30)

i

Total Energy Consumption

Ce = ; Fi (2.31)

is the total energy consumption in the network, where Fi is given by (2.21),
(2.24), and (2.26) or (2.22), (2.25)and (2.27)}.

Total Cost Function

In section 3 we discuss a computer program that minimizes a linear com-

bination of time and energy given by

c=w F, +W ZT,P, . (2.32)
1 i 2 ii
i
where Wl' W2 are constants specified by the programmer. If Wl=0, the program
minimizes average or total travel time in the network. If W_=0, the program

2
minimizes total energy consumption. If both are positive, they can be thought

of as the dollar cost of fuel and time [30] and C is a total dollar cost per
hour.
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2.4 Assignment Principles

The assignment principle is the rule by which network attributes, which

depend on flow values, influence the distribution of flow in a network traffic

assignment.

Two assignment principles were formulated by Wardrop [1]. The system
optimization assumption is that traffic is distributed in a way that minimizes
some criterion function. (Wardrop suggested average travel time.) The

user optimization assumption attempts to describe the actual behavior of

drivers. Drivers are assumed to choose the shortest paths available. As a
consequence, trip times on different paths traveled between the same pair of

points tend to equalize.

2.4.1 sSystem Optimization

The system-optimized allocation of vehicles is found by specifying and
solving a mathematical programming problem. A mathematical programming prob-
lem is one in which values of independent variables must be found to minimize
a specified function, and in which the variables are subject to specified con-
straints. For example, in the network optimization problem, the independent
variables are the flows on each of the roadway links. The constraints require
that all flows be positive or zero, that conservation of flow is maintained
at all nodes, and that arriving flows have certain specified values. The
cost function, which is to be minimized, can be any cost function in section

2.3.3, or any combination thereof.

The system optimizing assumption leads to a set of necessary conditions
(the Kuhn-Tucker conditions [17]). The computer algorithm discussed i

Section 3 is used to find an assignment that satisfies these conditions.

2.4.2 User Optimization

A user optimization traffic assignment is one in which the travel times
on all paths actually utilized between the same pair of nodes are the same.
Other paths between that pair of nodes carry no flow, and have longer travel
times. Most authors ([4] - [14])satisfy user optimization conditions by con-

structing an associated system optimization problem and solving that . This
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approach has certain limitations which we discuss in Section 3. We propose in
Section 3 an alternative approach. While this approach has not yet been care-

fully studied, preliminary results are encouraging.

To calculate single class user optimization assignments, we use the
travel time expressions (2.8) - (2.20). For multiple class assignments, the
same expressions are used with one exception: if class n vehicles are excluded
from link i, then the travel time on link i for those vehicles is set to an
arbitrary, very large number. The exclusion of vehicles from links (such as

diamond lanes or selected entrance ramps) is controlled by the programmer.

2.5 Modal Split

In investigating mode split, we use the logit model [33], [52]. Define

the passenger demand Rij(n) to be the rate of arrivals of passengers at node

i who wish to go to node j on mode n. Note that

(n) _ . .(n)w(n), (2.33)

if ij
(n)

where rij is the rate of arrival of vehicles of class n at node i whose

(n)

drivers wish to go to node j, and w is the average passenger occupancy of

vehicles of class n.

Define the total passenger demand, Rij from i to j as
R, = > Ri.(“’. (2.34)
J n J
Then the logit model is defined by

-6y (n)
(n) _ ij
Riy =Ry & - (2.35)

DAL
e 1]

In this expression, 6 is a constant which reflects the strength of preference

of travelers for modes. The quantity uij(n)

is the disutility or unattractive-

ness of using mode m and this depends on network congestion. If 8 is large,
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travelers are very concerned about differences in service among different
modes and make their choices accordingly. If © is small, they are indifferent

and divide themselves nearly evenly among them.
In this study we use

a (n) _ 0L(n) . B(n) T”(n)

. ’ (2.36)
ij 1]

(n) (n)

where O and B(n) are constants and Tij is the travel time from i to j

on mode n. We describe the use of this model in section 3 and the values of
(n), and B(n)

parameters 0, o in section 4.

2.6 Possible Future Improvements

In Section 5 we discuss which of the energy and delay models we use have
been validated and which have not. Clearly the accuracy of the numerical

results will improve as more faithful representations of reality are used.

It would be of interest to investigate alternative ramp models, such as
those in reference [32], and to calculate ramp speeds. We assume here that
all vehicles come to rest on the ramp. This assumption is not realistic, and

it does not give buses the priority they require.

This can be seen by examining [28]. Claffey, in Table 8 (p. 19) and
Table 15 (p. 26), estimates "Excess Gallons of Gasoline Consumed per Slow-
down Speed Change Cycle" for automobiles and two axle, six tire trucks. A

slowdown speed change cycle is a change in velocity from a higher speed V

1
to a lower speed V2 and back to Vl' The difference between car and truck fuel
consumption in this maneuver is substantial, and is most pronounced as Vl-V2
increases.

If our ramp model included Vl and V2 then clearly it would be in the
system's interest to keep buses moving as fast as possible. Thus it may want

to establish exclusive bus ramps so that the flow is small and V. is large.

2
Claffey's results, which we depend on heavily, do not apply precisely to

buses. Furthermore, the automobile data are rapidly becoming obsolete as

gasoline consumption rates improve. Evans' and Herman's results [29] were

also not calculated for buses.
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Lane changing is important when reserved lanes are considered. A simple
model is discussed in Section 4. A more sophisticated model might improve the

accuracy of these results.

Other possible improvements include more vehicle classes (to include

trucks and rapid transit) and more general elastic demand problems.

2.7 Summary

In this section we have defined models and problems in many aspects of
traffic engineering. We have obtained formulas for travel time and energy
consumption for each kind of vehicle (private car, car pool, and bus) on each
kind of roadway link (freeway, freeway entrance ramp, and signalized arterial).
Since travelers base their modal choices on the service provided, we have

described a modal split model.

Many of these formulas have been developed in the literature, and some
have been calibrated with actual traffic data. Our contribution has been to
bring them together and adapt them in a way that can be used for traffic control

policy decisions.
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3. COMPUTATION ALGORITHMS

3.1 Introduction

In section 3 algorithms for computation of numerical solutions to the
problems posed in Section 2 are described. In 3.2 we discuss the assignment
methods, which are at the heart of all the procedures presented here. An
explanation of the schemes used to calculate signal settings appears in 3.3.
The overall procedures used to integrate assignment, signal settings, and mode

split are presented in section 3.4.

Subsection 3.5 suggests areas of possible future improvements to this
set of algorithms. The remainder of 3.1 contains some general remarks in-

tended for the reader not familiar with computational algorithms.

There are a great number of optimization algorithms available in the
literature. There are some (e.g., see [34]1, [35]) that are intended for
general problems. Such methods trade efficiency for breadth of applicability.
That is, a general technique may solve a wide class of problems, but it is

likely to be slow and to require a great deal of memory.

A specialized technique can be made more efficient for a smaller class
of problems. The most famous example is linear programming. Methods for
solving such problems ([34], [36]) are vastly superior to those for non-
linear problems in the sense that many more variables and constraints can
be treated in the same amount of computer time. However, even linear program-
ming methods can be made more efficient when there is special structure to
the problem, e.g., finding minimal cost flows in networks, with linear cost
(371, [38], [39], [40].

At the outset of this study, a general nonlinear programming technique
was applied to a small freeway corridor network with a single destination and
a single class of vehicles [63]. When the problem was modified to include
two classes of traffic, the complexity and the computer expense of the algo-
rithm became prohibitive [64]. The specialized technique discussed here was
then applied, and computer times (per iteration) were reduced by a factor of
over 100 [65].
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For this reason, much of the research in traffic assignment has been in
devising methods that exploit the structure of the problem. A widely used
method is the Frank-Wolfe technique[50]. This method alternates between
solving linear programming problems and performing one-dimensional searches.
The latter operation is always fast and the former is fast because of the
network structure. In 3.2 we describe an algorithm which is similar to the
Frank-Wolfe scheme and which calculates the number of vehicles or passengers

and the trip time on each route.

3.2 The MIT OPTFLOW Program

The Cantor-Gerla method was chosen to solve the assignment problem of
Section 2. This approach is well suited to this problem and has been studied
at MIT Electronic Systems Laboratory [39]. A version of the algorithm was
available, and while it was being adapted to traffic assignments, other ver-
sions were written that were considerably improved in terms of computer

expense.

System Optimization

The algorithm can be described geometrically with a very simple problem.
In Figure 3.1, the solid lines define a feasible region. Points in the shaded
region are not allowed. Since the feasible region is defined by straight
lines, it can be represented by a set of linear constraints (e.g., equations

(2.1) and (2.2)).

There is a nonlinear cost function and surfaces of constant cost are
represented by dashed lines. As we move away from point M, the cost increases.

(For example, the cost may be given by equation (2.29).)

Assume an initial guess G Through G, is drawn the tangent to the con-

stant cost curve and the normai in the direition of greatest decrease of
cost. An approximate linear cost function may be defined which has surfaces
of constant cost parallel to the tangent. That function, and the linear con-
straints, form a linear programming problem. The solution is the point in
the feasible region which is farthest from Gl in the normal direction. That

point is E1 (for extremal).
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At El’ since there is only one extremal, we designate 62 = El' and

follow the same procedure. This leads to Ez.
Now a line segment is drawn between El and E2 and the point with the
minimum cost on that segment is found. This point is called G3 and the linear

programming procedure is repeated. This yields E3.

A triangle is formed by the three extremals El' Ez, and E3. The next
step in the algorithm (which is analogous to identifying G2 with E, and
finding G3 on the El—E2 line segment) is to find G4, the point that minimizes
the cost in triangle El—EZ-E3. In this example, G4 = M, the solution, and the

algorithm terminates.

In N-dimensional problems, the triangle is replaced by a convex combination
(called the convex hull) of up to N+1 extremal points. In general, the algo-
rithm does not terminate with the first N+l extremals. Instead, the guess is
often found on the boundary of the convex hull (and interior to the feasible
region). This implies that one or more extremals can be dropped and the

linear programming problem causes a new extremal to be brought in.

This method, therefore, leads to a nonlinear programming problem over
fewer variables than the original problem. A still greater savings is

obtained because of the following observation. Each cost function of 2.3.3 depends
on ¢i ( or ¢i(n) in the multiple class formulation), the total (class n) flow

(n)

on link i. This is a linear combination of ¢ij (or ¢ij ). Thus we can

n .
solve the linear programming problem in ¢,, (or ¢ij( )) space and find the
corresponding points in ¢i (or ¢i(n)) space. We can then perform the cost

. . (n)
minimization over the convex hull of points in ¢i (or ¢i ) space.

Because of the network structure, each linear programming problem reduces
to finding shortest route paths from each origin to each destination. Besides
leading to great savings in computer time, this leads to a satisfying inter-
pretation of this algorithm. At each master step (i.e., each time the minimum
cost over the convex combination of the extremals is sought), the algorithm

finds the best division of each origin-destination flow among the paths defined

by the extremals. The algorithm terminates when the best set of extremals is

found. Since the paths travelled are known, and the link flows are known, it

is easy to calculate the travel time for each path, and thus the average travel
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time for each origin destination pair,

This discussion has been restricted to single vehicle class flows. The

extension to multiple vehicle class flows is not difficult,

User Optimization

The preceding discussion is restricted to system optimization. We have

experimented with an extension to user optimization with promising results.

The master step in the system optimization algorithm can be thought of
as finding a solution to a set of nonlinear equations and inequalities. These
are the Kuhn-Tucker conditions [17] which are the necessary conditions for a
minimum in any optimization problem. Suppose instead, we satisfy a different

set of nonlinear equations and inequalities: we find flows to equate travel

times on paths defined by the extremals already generated. If this procedure

converges, it creates flows that equate travel times on paths utilized

between origins and destinations - the user optimization solution.

This may appear to be no more than an interesting mathematical abstraction;
however, it is potentially of crucial importance. The literature of traffic
assignment is filled with techniques that are only valid for separable travel
time functions: where the travel time T on link i depends on ¢ , the flow on
link i, and possibly some parameters, but not on any other flows, ¢ , J#i.

While many roadway links (e. 9., freeways) are like this, many (such as entrance
ramps (2.13) - (2.18)) are not. There may be relatively few of the latter, but

they are located at crucial points. They could prevent a freeway from being

as heavily utilized as a separable user optimization would predict. Similarly,

weaving lanes can cause a bottleneck, but only when there is sufficient

interacting traffic.
(Existing techniques work for symmetric delays as well, i.e., where
BTi/8¢j = BTj/3¢i for all i,j [8], [49]. This is more general than separable

delays, but hardly more realistic.)

Yagar [16] shows that the traffic distribution measured in an actual net-
work falls between the calculated system optimum and user optimization. It
differs from the user optimization solution largely in that less actual traf-

fic uses the freeway.
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We propose a conjecture: his user optimization calculation failed to
account for the reduction in effective capacity of entrance ramps due to
freeway flow. This was unavoidable because of the separability assumption.
Thus he underestimated ramp delays and overestimated ramp flow. This led to

an overestimate of freeway flow. In this study we avoid this by including

the effect of freeway flow on ramp delay in equations (2.13), (2.14).

3.3 Traffic Signal-settings

Procedures for determining traffic signal settings can be classified,
broadly, into two categories: (a) single intersection; (b) interconnected

intersections.

3.3.1 sSingle Intersection

In case of a single (isolated) intersection, the only variables to be
determined are the cycle time ¢ and the green splits g. The most common method

for setting signals at isolated intersections is due to Webster [231, [e61].

Assume that in Figure 3.2 road NS (north~-south) and road EW (east-west)

meet at a signal. Then the green splits satisfy

Ins 2 O gy 2 O (3.1)
and
gNS + gEW =] - o, (3-2)

where o > 0 represents "lost" time. Assume links 1 and 3 are on NS and 2 and 4

are on EW. Define

y; = 9,/5; (3.3)

where §. is the total (passenger-car equivalent) flow on link i and s; is the
i

saturation flow on link i. Define

Yyg = Max (¥qr ¥3)
. (3.4)

Vg = Max ¥y, ¥g)
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Figure 3,2 Signalized Intersection



to satisfy (3.1), (3.2), and

Choose g .« 9o
Y Y
NS EW
IR (3.5)
s %Ew

This is not optimal for either the Webster or the MITROP delay function. How-
ever, it is close to optimal, it is considerably easier to calculate than the
true optimum, and it reflects current traffic engineering practice [23], [24],

[61], [62].

Webster also provides a cycle time formula. We treat cycle time as a
constant to simplify computations. Cycle time is much less sensitive to changes

in flows than green splits. It can be calculated with little additional effort.

3.3.2 Interconnected Intersections

When two or more signal-controlled intersections are in close proximity,
the simple Webster formulas are insufficient. The signals then form a network
which has to be synchronized (i.e., a common cycle time has to be found) and
coordinated (relative phases, or offsets, must be determined) . The method
used is MITROP (Mixed-Integer TRaffic Optimization Program) which optimizes
simultaneously all the network control variables: offsets, splits and cycle
time. MITROP is formulated as a mathematical program and provides a globally

optimal solution.

While in principle any signal setting procedure can be used iteratively
in the procedure described in Section 3.4.1, the MITROP program is particularly
suitable. This is because (a) it provides an explicit analytical expression for
the travel time on the link as a function of the flow on that link (equation
(2.20)); (b) it optimizes simultaneously all the traffic signal control vari-
ables in the network, including cycle time, green splits, and offsets; (c) it
is capable of optimizing phase sequencing, in addition to the usual signal con-

trol variables, which is an important decision variable when rerouting of traf-

fic is contemplated. See Appendixes A and B.

3.4 Overall Procedures

In this section we describe how the assignment, signal setting, and mode
split calculations are integrated. It should be emphasized that in this pilot

study, several formulations were considered. Those actually implemented are
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described in the discussion on numerical examples in section 4. Our goal here
was to explore this problem formulation and determine feasibility of this
solution approach. Many issues were raised which can only be resolved with

further investigation.

3.4.1 Assignment and Signal-Settings

Figure 3.3 illustrates the overall program flow when an assignment and a
Set of signal settings are calculated together. Signal settings are guessed
(1) and the corresponding assignment is calculated (2). Given the resulting
flows, a new set of signal settings is found (3). A stopping criterion is
tested, and if the procedure does not terminate, a new assignment is cal-

culated (2) and the procedure repeats,

This is a heuristic procedure. We have no proof of convergence; how-

ever, it has converged in the examples considered.

It is clear [42] that signal settings have an effect on traffic assign-
ment. The procedure we describe here is similar to others considered in
the literature [43], [44]; however, we provide numerous options and we be-
lieve that our user optimization technique may be more accurate than

existing methods.

Within this flow chart, there are the following options.

1) System optimized or user optimized assignments are possible.

2) If system optimized, any positive linear combination of fuel con-
sumption and travel time can be minimized. See equation (2.32).

3) The assignment can be performed for single or multiple vehicle
classes, The multiple class version includes non-pooled cars, pooled cars,
and buses.

4) The assignment can be calculated assuming the Webster delay function
(equation (2.19)) or the MITROP delay function (equation (2.20)) on signalized
links.

5) There are two ways of calculating signal settings (box 3 of the
flow chart).

a) Equalizing degree of saturation (i.e., satisfying (3.1) - (3.5)).
b} The MITROP program [25] - [27]. When the MITROP delay function
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(2,20) is used in the assignment, the MITROP program may be used to calculate
simultaneously green splits, cycle time, and phase offsets between adjacent
signals in networks. The program, of course, requires considerably more com-
puter time and storage than (3.1) - (3.5), but it produces much better results
in terms of delay (and therefore of fuel). To save computer expense, the

following options are available.

b.1) If multiple class assignment is required, the first few
iterations can be performed with the single class version of the assignment.
Clearly, great accuracy in assignment is not needed until the late stages, so

some economy is possible in the beginning.

b.2) The MITROP program need not be used fully at every iteration.
For example, the full MITROP, which optimizes integer variables, might only
be required once or twice in a run. A restricted MITROP, with the integers
held fixed, can be used for other iterations. This is much faster than the
full program, Finally, for most iterations, we can hold cycle times and
offsets constant and adjust green splits by equating degrees of saturation

by (3.1) - (3.5). This is fastest of all.

6) Various stopping criteria can be employed. Are successive assign-
ments sufficiently close? Are successive signal parameters sufficiently

close? Have we exceeded some prespecified number of iterations?

3.4.2 Exclusive Ramps and Lanes

7) If the assignment is multiple class and system optimized, the
network can have potentially exclusive lanes. For instance, the networks
in section 4 are the same except that in one some structure is added to
the freeways. The leftmost lane in both directions is separated from the
two right lanes. This must be done carefully: there must be an opportunity
for lane change between entrance and exit ramps, and the coefficients
in the polynomial expression for ti(¢i) must be compatible with the number

of lanes.

If it is optimal to do so, the assignment program will forbid a class
of vehicles from the exclusive lane. Note that it is the programmer's option

to make the lane potentially exclusive by separating it in this way. The
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program can do the same with entrance ramps or other links.

8) If the assignment is multiple class and user optimized, exc¢lusive
lanes can be separated as in item (7). Here, however, the programmer must
specify which lanes are to be exclusive and which classes are excluded,

This is because reserving a lane is for the good of the system, but the
assignment is chosen by the users. With these constraints specified, the
user optimized assignment is found,

A possible procedure for exploring user optimization with exclusive links

is as follows: use item (7) to find exclusive lanes, entrance ramps, Or
other reserved links. Then perform the user optimized assignment with these
reservations. This procedure has some limitations, and a proposed remedy

appears in Section 5 and Appendix C.

3.4.3 Modal Split

Figure 3.4 contains the flow chart for integrating mode split with as-

signments and signal setting calculations. The mode split -- that is, the
entire origin destination demand matrix broken down by mode (ri.(n) of equa-
tion (2.5)) -- is guessed (1). The corresponding assignment and green splits

are then calculated (2) according to one of the multiple class options des-
cribed in subsection 3.4.1 and Figure 3.2. A new requirement matrix is calcu-
lated (3) from (2.28) - (2.31). A stopping criterion is tested, and if the
procedure is not terminated, it proceeds to step (2). This is heuristic, as

is the assignment-signal setting procedure, but it has performed satisfactorily.

Other authors have combined demand studies with assignment [14], [45],
[46] and with modal split [47], [48], [49]. Florian [33] solves the mode
split problem (with only automobile and transit traffic) by an iterative
procedure. He guesses transit travel times and solves an elastic demand
problem in the automobile sector. This leads to new transit travel times
and the procedure repeats. The procedure presented here is unique in its

flexibility and its approach to user optimization.
Numerous options are available.

1) Any multimodal and signal setting options described in subsection

3.4.1 may be used for step 2, as well as simply keeping signal settings fixed.
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As suggested above, the less accurate options can be used for early itera-

tions if they require significantly less computer time.

2) The comments in 3.4.1 (item (6)) on the stopping criterion apply

here as well.

3.5 Possible Improvements and Extensions

In the course of devising these procedures, many improvements were con-

sidered but not implemented because of time constraints.

A considerable savings is possible in calculating shortest paths [39].
The required programs are now available at the MIT Electronic Systems

Laboratory.
Improved versions of the Cantor-Gerla algorithm are also available [39].

Hybrid optimization problems -- problems with both system-— and user-

optimized elements -- ought to be considered. They are discussed in Section 5

and Appendix C.

Some computer time can be saved in modal split calculations. When a
new requirements matrix is generated, new extremals can be easily created
based on the current set of shortest paths. At present, the assignment
is restarted with no information retained from previous algorithms It may
be possible to extend this further by performing assignment and demand
analysis in the same step. It appears that by using a suitable elastic
demand function, we can solve the combined modal split and assignment problem.
At present buses are considered to have variable routes in the same sense
that cars and car pools do. Tnstead, bus routes can be fixed E.Eriori. This

requires in advance a fixed, single extremal for the bus class.

The model can be made more accurate with the inclusion of bus stop delay,

left turn delay, multiphase traffic signals, and other more realistic effects.

Other demand functions and problems where passenger (and not just

vehicle) flow demand is to be found can be considered.
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3.6 Summary

An optimization method, originally designed for communications network
problems, has been extended to multiple-vehicle-class, system and user opti-
mization transportation assignment problems. It has been coordinated with
methods for calculating optimal traffic signal settings and a method for
predicting modal split. Several improvements and extensions ha&e been sug-

gested.
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4. EXAMPLES

Numerical results and computation expenses* are discussed in this section.
Single class system optimized assignments with vehicle travel time and fuel
consumption criteria are compared in Section 4.1, 1In Section 4.2, four
triple class assignments are discussed. Two are system optimized with pas-
senger travel time and total energy consumption as criteria, and two are
user optimized with and without reserved freeway lanes. In Section 4.3 we
repeat one of these assignments with an accident, xeducing freeway capacity.
The use of MITROP is demonstrated in Section 4.4, and a modal split run is

discussed in Section 4.5.

These examples indicate that this approach is indeed  feasible. They also
indicate that energy savings is possible by using reserved lanes and they

help to develop insight into traffic network behavior.

4.1 Single-Vehicle Class Assignments

Figure 4.1 displays the hypothetical network that we have considered in
single class assignment runs. This network includes a three-lane freeway,
freeway entrance and exit ramps, and signalized arterials. A schematic map
of this network appears in Figure 4.2. The freeway links are links 35, 36,
and 38 (carrying traffic west) and 39, 40, and 41 (east). ULinks 15 and 22
are entrances and 37 and 42 are exits. The remaining links are signalized
arterials. We assume that this is a part of a much larger network which

primarily carries traffic east and west.

Links join at indicated nodes. Traffic signals, numbered 1-8, are
located at nodes 2 to 5 and 8 to 11. Delays at traffic signals are given by
the Webster formula, equation (2.19). Traffic can originate at any node (that
has one-way links which carry traffic away from the node) and travel to any
other, but we have only chosen the external nodes (i.e., 1, 7, 6, 12, 15,
and 21—28) to be origins or destinations. Note that we have grouped all

three western-most destination nodes together into node 12, and all three

* Times and expenses are given for the MIT Information Processing Center
IBM 370/168.
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eastern-most destinations as node 6. This is because we have assumed that traf-
fic destined for any node labeled 12 is traveling west and is indifferent as

to which exit from this part of the network it uses. Network details, including
link lengths, capacities, origin-—=dJdestination data, and other parameters,

appear in Appendix D.

Figure 4.3 shows the results of two runs with this network. The numbers

displayed are the system optimized flows according to two criteria. The

first number on each link is the energy optimal flow (W1=l, W2=0_in equation

(2.32)) and the second is the time optimal flow (W1=0, W2=1). Table 4.1

displays the east-west green splits for these cases. We have assumed that
at each intersection the cycle time is 60 seconds and that the sum of the east-

west and north-south green splits is 0.9 (i.e., O = .l in equation (3.2)).

Table 4.2 lists the values of the cost functions. Since both runs are
system optimizations, it is to be expected that the energy cost is smaller in
the energy run and the travel time is smaller in the travel time run. What is

striking is the very small differences in the costs.

We also observe that there is a greater discrepancy in the travel time
cost. This appears to be part of a general pattern: the travel time is much

more sensitive to changes in flows and green splits than energy consumption.

The energy run took 1.94 seconds of computation time to do 5 Cantor-Gerla
iterations and 3 green split updates. This cost $9.89 of which approximately
90% was computer overhead and intermediate printing. The delay run took 2.51
seconds to do 8 Cantor-Gerla iterations and 3 green split updates for a cost
of $10.20. Again, approximately 90% of this cost is due to overhead or extra

printing.

The computation times and expenses we have quoted, while small, are even
still inflated. In practice, a much wider stopping tolerance could have been
used. In the travel time run, the travel time cost was down to 439.9 vehicle-
hours pef hour after 4 iterations and 1 green split update. The energy cost,
at that point, was 815.9 gallons per hour. In the energy cost run, the energy
cost was indistinquishable (to the accuracy presented in Table 4.2) from the

final cost after 2 iterations and no green split updates. (The delay cost at
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TABLE 4.1

GREEN SPLITS -— SINGLE-VEHICLE CLASS ASSIGNMENT

Green Split
Signal Energy Optimization Time Optimization
1 0.581 0.587
2 0.576 0.546
3 0.666 0.681
4 0.700 0.700
5 0.517 0.362
6 0.604 0.655
7 0.549 0.749
8 0.833 0.833
TABLE 4.2

CRITERION VALUES --SINGLE~-VEHICLE CLASS ASSIGNMENT

Energy Cost

Travel Time Cost

Run Gallons/hour Vehicle-hours/hour
Energy Optimization 815.5 422.3
Travel Time 816.4 437.7

Optimization
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that point is not available, but after 3 iterations and 1 green split update,
it was also indistinguishable from the result in the table, to the accuracy of

the table.)

4.2 Multiple-Vehicle Class Assignments

Figure 4.4 displays a network used for multiple vehicle class assignments.
This network is exactly the same as the one in Figure 4.2 with one exception:
the freeway, in both directions, is separated. The two right lanes constitute
one set of links (35, 37, 54, and 39 west and 40, 42, 56, and 43 east) and
the left lane corresponds to another (36 and 53 west and 41 and 55 east). We
assume that lane changing can take place only at certain points: at nodes 15,
29, and 12 for traffic flowing west andat 18, 30 and 20 for traffic flowing
east. A detail of the physical map which illustrated this appears in Figure 4.5.

This means, for instance, that traffic entering the freeway at node 16
from entrance ramp 15 cannot reach the left lane until node 29 and link 53.
This models the fact that buses which wish to use the left lane must interfere

with right-lane traffic over some distance.

Note that some links and nodes are numbered differently from those in

Figure 4.2.

Figure 4.6 displays the results of a system optimized assignment with

fuel consumption as the criterion function. At each link, flows are broken

into single-passenger car, car pool, and bus flows. We have chosen a require-
ments matrix rij(n) so that the required vehicle flow is equivalent to that
of the single class assignments discussed in Section 4.1. That is, if we

define
_ " (n) (n)
rij = g e rij ‘ (4.1)

where e(n) is the passenger car equivalent of mode n, then rij is precisely the
requirement matrix that led to the assignments in Figure 4.3. We use

e(l) = e(z) = 1.0 and e(3) = 3.0. Green splits are displayed in Table 4.3.
Table 4.4 shows total fuel consumption in gallons per hour and travel time
cost, in passenger-hours per hour. The latter is calculated assuming vehicle

occupancies (i.e., w(n) of equation (2.33)) of 1.0 passengers for cars, 2.5
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Figure 4.5 Freeway--Detailed View
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passengers for car pools, and 25.0 passengers for buses.

The results in Figure 4.6 and Table 4.3 were produced after 4 iterations
and 1 green split update, which took 1l.64 seconds of computation time. A
total of 8 iterations and 3 green split updates were performed, which required
28.94 seconds and cost $18.87. (The early results are shown because of some

numerical difficulties in the later iterations.)

The most important feature of these fuel optimized results is that no

single passenger cars are allowed on the left lane of the freeway in either

direction. Consequently car pools and buses spend less time travelling than
private cars. For example, all single passenger cars traveling from node 15
to node 12 pass through nodes 16, 29, and 17 (i.e., 1inks 35, 37, 54, and 39)
and this takes 106.4 seconds. Only 58.4% of the car pools take this path; the
others take a path connecting nodes 15, 29, and 12 (i.e., 1inks 36 and 53) and
this takes only 82.3 seconds. Of the buses, 11.7% take the longer path and
88.3% take the shorter path.

The behavior of the corresponding travel time optimization assignment
is similar but with one major difference: single passenger cars are not excluded
from the left lanes. For example, 94.3% of the 15-12 private car traffic takes
nodes 15-16-29-17-12 (links 35-37-54-39) and this path takes 94.3 seconds.
The path through nodes 15-29-17-12 (links (36-54-39) is used by 3.6% and
that path takes 89.5 seconds. The shortest path carries 2.1% of the single
passenger car traffic and that path (nodes 15-29-12 or links 36-53) takes 85.7

seconds.

Of the car pools, 21.5% take the longest path. One percent take the
middle path and 77.5% take the shortest path. The longest path is used by
16.3% of the buses and 83.7% of the buses take the shortest route.

Green splits and criterion values for the travel time optimization assign-
ment are shown in Tables 4.3 and 4.4. The assignment used 10 iterations and

3 green split updates. This required 43.04 seconds and $23.08.

It is usually asserted that user optimization is a better representation

of reality thatn system optimization. Consequently, we applied the experimental
user optimization technique of Section 3.2 to this network. Two cases were

considered. In the first, any driver could choose to travel on any link in

-48-



the network. In the second, we observed the prohibitions resulting from the
energy optimized runs: no single bassenger cars were allowed on any link from

which single passenger cars are absent in Figure 4.6.

In the first case (no prohibitions), all vehicles traveling between nodes
15 and 12 take all possible routes (i.e., nodes 15-16-29-17-12, 15-16-29-12,
15-29-17-12, and 15-29-12) and each route takes between 96.2 and 96.5 seconds.
(Convergence is evidently not perfect; if it were, all these travel times

would be the same.)

In the second case (with prohibitions), all single passenger cars choose
15-16-29-17-12 which takes 97.5 seconds. No car pools or buses take this
path. 2all buses and 96.3% of the car pools travel on 15-29-12 which takes
91.6 seconds. The rest of the car pools take 15-29-17-12, and this also
takes 91.6 seconds. (Again, convergence was not complete. If it were, either
no car pools would choose the longer path, or both paths would take the same

length of time.)

Table 4.3 displays the green splits from these runs and Table 4.4 shows

the values of the cost functions. It is interesting to see that the "diamond"

lane - i.e., the prohibition of single passenger cars from the left lane -

slightly reduces energy consumption and significantly reduces average travel

time. This is evidently an instance of Braess' paradox [6], in which the

addition of a link increases network costs.

It is not surprising that travel time is diminished by the diamond lane.
The vehicle demand from node 15 to node 12 is 2500 vehicles per hour for cars,
800 for car pools, and 170 for buses. Using 1.0, 2.5, and 25.0 for average
occupancies, the passenger demand is 2500, 2000, and 4250 per hour for each
of the modes. It is clear that any change that can reduce travel time to
car pools and buses and not increase single passenger car travel times by

much lowers the average travel time.

4.3 The Effect of an Accident on an Assignment

The last entry in Table 4.4 refers to a user optimization assignment on
the network in Figure 4.4 and in which there is an accident on link 39. One
of the two right lanes on the westernmost link of the westbound side of the

freeway is blocked.
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TABLE 4.3

'GREEN SPLITS-- TRIPLE-VEHICLE CLASS ASSIGNMENT

Green Split

User Equilibrium
Energy Time Without - User Equilibrium
Signal Optimization | Optimization Prohibitions With Prohibitions
1 0.611 0. 600 0.548 0.535
2 0.513 0.500 0.468 0.551
3 0.497 0.527 0,496 0.683
4 0.700 0.700 0.700 0.700
5 0.361 0.382 0. 360 0. 360
6 0.712 0,702 0.712 0.671
7 0.783 0.738 0.768 0.737
8 0.838 0.836 0.827 0.828
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TABLE 4.4

CRITERION VALUES -~ TRIPLE-VEHICLE CLASS ASSIGNMENT

Energy Cost

Travel Time Cost

Run Gallons/hour Passenger-hours/hour
Energy Optimization 762.0 914.5
Travel Time Optimization 787.6 877.9
User Optimization
. 908.9
Without Prohibitions (LSS
User Optimization
With Prohibitions 791.5 e
User Optimization
Without Prohibitions 786.8 1001.1

and With Accident
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The increase in travel time due to the accident needs no explanation.
The energy consumption decreases because freeway velocities decrease. In
addition, some traffic takes 1ink 5 instead of 39. Link 5 is slower, and thus

more energy-efficient than link 39 before the accident.

4.4 Joint Assignment and Signal-setting with MITROP

In a numerical experiment, the joint assignment and signal setting pro-
cedure of Section 3.4 was run with the MITROP cost function (2.20) and program
(appendix A). The cases in 4.2, by contrast, use the Webster cost function
(2.19) and equalization of degree of saturation ((3.1) - (3.5)) to set green
splits. The MITROP procedure is more expensive, but it leads to a dramatic

savings in average travel time.

In this experiment, the network of Figure 4.2 was used. The assignment
minimized passenger-weighted travel time with those vehicle classes. The
procedure described in Section 3.4 was exercised as follows. Green splits
were chosen arbitrarily, and an assignment using the Webster function
(2.12) (Assignment O) was calculated. The passenger car-equivalent flows were
used as input to the MITROP program (MITROP 1) which calculated the cycle time,
green splits, and the offsets. These were used as inputs to the assignment
program (Assignment 1) using the MITROP cost function (2.20) and the procedure
(MITROP and MITROP assignment) was repeated until Assignment 3 was reached.

Selected results are listed in Table 4.5.

The procedure has not completely converged, but it is expected that no
further significant changes in flows or other parameters would occur after
further iteration. (The green splits and flows presented were among the

most variable of all parameters.)

The cycle time and energy consumption change very little. The MITROP

cost, which measures vehicle delay at signalized intersections, decreases
significantly. The assignment cost drops dramatically after the Webster

assignment, and then appears to settle down.

The comments made earlier about computer expenses apply here as well.
No attempt was made to reduce MITROP costs by freezing integers, holding

cycle time constant, or calculating green splits by (3.1) - (3.5). Computa-
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tional experience with the MITROP program has shown that substantial savings
in computer running time (on the order of 50-75 percent) can be achieved by
limiting the branch-and-bound search process. In the cases investigated so
far, the optimal solution (or one that was very close to it) was obtained
at a very early stage of the search; most of the search time was devoted

to providing optimality. Thus, if one is willing to foregc a proof of op-
timality, the running time of a MITROP iteration can be similar to that of

an iteration of the assignment procedure.
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4.5 Modal Split

Two examples of mode split are considered, and together they illustrate
the effect of a diamond lane on energy consumption. In both examples, the
assignment principle is user optimization and both use the Webster traffic
signal delay function. The heuristic algorithm of 3.4 was followed and

results appear in Table 4.6.

The passenger demand from each origin to each destination (R ) is the
same in the two runs. The diamond lanes induce a discrepancy in travel times
between cars and the other modes. This leads to a shift in demand toward
those modes. The last entry in Table 4.6 is the total vehicle flow rate in

passenger car equivalents, i.e.

- Y oW
, Lo ij
i,3,n
The decrease in this quantity is a measure of the effect of the diamond lane
on mode choice. The first item in the table shows how energy consumption is

reduced.

The passenger demand rate is less' in these examples than in the cases
in Sections 4.2 - 4.4. fThe higher demand was originally considered, but it
led to numerical difficulties. After one iteration, private car demand increased
and other mode demand decreased. As a result, total vehicle demand exceeded
capacity.

This indicates that the parameters chosen are not consistent with the

(n)

demands in the earlier examples. The q d B(n) parameters are shown in
Table 4.7, and g = .0025 (second)_l. It should be recalled that those demands
and these parameters were chosen to be illustrative, and we do not pretend

that they are based on data.

It is reasonable to ask why it was necessary to reduce passenger demand
to make this procedure converge, and whether this indicates a flaw in the
approach. We conclude it does not, but rather leads to an important insight

into network management.

The values in Table 4.7 lead to a mode split that exceeds network capa-

city when the passenger demand rates of the earlier examples are used.

* By a factor of 60 percent.
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TABLE 4.6

MODAL-SPLIT RESULTS

Performance
Measure

Without Prohibitions

With Prohibitions

Energy Cost
(gallons/hours) 646.6 598.9
Travel Time Cost
(passenger—hours/hour) 540.2 496.1
Total Veplcle Flow & 11,246.5 10,036.1
(car equivalents)
TABLE 4.7
MODAL-SPLIT PARAMETERS
Parameter n=1, Private cars n=2, Car Pools n=3, Buses
(n)
o 180 300
seconds
g 1.0 1.1 1.3
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Capacity is exceeded on many links, including streets. This causes large de-

lays to all vehicles on those links.

These links carry car pools and buses as well as cars. Consequently,
car pools and buses experience long travel times. The existence of diamond
lanes on freeways reduces this somewhat, but these vehicles must travel on
non-separated links to reach them. As a result, there is little incentive

for travelers to switch to these modes.

If, however, there were diamond lanes on streets and entrance ramps, we
could guarantee that such lanes are operated below capacity. This would

guarantee that the more efficient modes have shorter trips than private cars.

We can then reach the following tentative conclusion: diamond lanes can

reduce energy consumption, but only if they are sufficiently widespread so

that neither car pools nor buses are obliged to travel on any oversaturated

link.

The procedure used here to choose the diamond lane for the freeway can
also be applied to diamond lanes elsewhere. The hybrid optimization formula-

tion discussed in Section 5 and Appendix C is also appropriate,

4.6 Discussion
—==tussion

All the runs presented above produced satisfactory results, but there
were some difficulties with the accident run (Section 4.3) and the mode

split run (Section 4.5).

In the user optimized accident run, the flow on some links is very near
capacity. This retards the convergence of the algorithm, and in our results,
not all paths have equal travel times. We expect that additional study will

correct this problem.

In the mode split run, we have already mentioned that the total demand
had to be reduced. Even still, convergence was slow since some links were

loaded close to capacity. We believe again that this difficulty can be

resolved.
4.7 Summagz

Several numerical examples were treated using the methods of Section 3.
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The differences between system and user optimization, between single- and

multiple-vehicle-class assignments, between energy and travel time minimiza-
tion, between equalizing degree of saturation and MITROP, and between fixed
and elastic mode split have been demonstrated. We have also shown how this

methodology can be used to formulate and help decide policy questions.
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5. CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

The purpose of the effort reported here was to determine if an integra-
tion of the techniques of traffic assignment, modal split demand analysis,

and signal optimization is feasible. On the basis of analysis and experimen-

tation, we conclude that such an approach to computer assisted traffic engi-

neering can indeed be made practical. In this section we present several

recommendations for further study which will make this integration useful.
Although they include research tasks, we feel that the effort required appears

bounded and not open ended.

The major result of this research has been the creation of a general
framework. On this framework can be added models for roadway structures and
phenomena not discussed in this report: weaving lanes [31], multiphase traffic
signals, extra delay due to left turns, [54], etc. To do this, one must use,
for example, the standard techniques of queueing theory [51], other mathema-
tical theories, or empirical data to calculate steady state delays, velocities,
densities, fuel consumption rates, demand level, and other quantities of
interest. There is a considerable body of literature which models traffic
behavior at isolated structures. We provide a method for studying the system-

wide interactions of such structures.

In the following sections, we describe several recommendations for actions
that will make this approach more accurate, convenient, and useful to the

traffic engineer.

We conclude that if these research and programming tasks are performed,
a practical computer aided traffic engineering procedure will result. This
procedure will deal with many issues now faced by traffic engineers, and will

be flexible in the sense that new features can be added.

5.2 User Optimization

The procedure described in Section 3.2 for calculating user optimization
should be investigated further. It has been used, in this research, as an
experimental technique, and appears successful in most cases considered.

There are many refinements that should be studied: analogs of Defenderfer's
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{39] TR and CH algorithms; improvements to the master step and to the method

of calculating shortest paths; possibly a redefinition of the shortest path
problem to be solved. These refinements can save considerable computer ex-
pense and many be useful in proving convergence. Although we have experimented
with this using the Cantor-Gerla technique, any existing optimization technique,

such as Frank-Wolfe, can be adapted to this method.

5.3 Hybrid Optimization

An important contrast between the methods used to analyze exclusive
janes in 3.3 under system and user optimization assumptions should be ap-
parent. Under system optimization, we simply model a lane which could
be reserved, and the solution to the problem would tell us if it should be
reserved. This is because traffic is assigned in a way that is optimal from
the system's point of view. The same is true of ramp metering: the solution
to a system-optimal assignment reveals the optimal level of ramp metering

at each ramp.

Under user optimization, exclusive lane reservation requires programmer
specification. The programmer has to specify, in a suitable network, which
lanes are forbidden to which classes of traffic. That is, the program does
not, automatically, indicate which lanes should be closed to which classes
of vehicles. 1In order to find this, the programmer would have to perform a
larger number of tests, trying out all plausible configurations of lane
reservations. To save computer expense, a heuristic approach is suggested
in Section 3.4 instead: first do a system optimized run to find the reserved
links. Then find the user optimized flows with the system-optimized link

reservations.

This contrast is due to the fact that the user optimized solution is
not the best from the system's point of view. It is the operating agency,
however, that decides on link reservations, and the decision is made from
system-wide considerations such as minimizing average travel time or total

energy consumption.

similar considerations apply to metered entrance ramps and signalized
intersections: the system, with system wide considerations, chooses control

parameters such as metering rates, green splits, etc. In principle, those
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parameters should be found by performing a user optimization run with all
possible combinations of parameters. This is absurd, and we have instead fol-

lowed the heuristic algorithm of Section 3.4.

In general, an operating agency can control a limited number of links.
If it could control all vehicles, system optimization would be the appropriate
assumption. If it controlled the flow on no links user optimization would

be correct.

Instead, we define a hybrid optimization assignment. Assume that the

operating agency can control a restricted set of links by limiting the flow

on them. On all paths, drivers equalize travel times. That is, user opti-
mization prevails. on a controlled path (i.e., a path including controlled
links), the agency restricts the flow so that the overall system-wide cost

is minimized. This is discussed in more detail in Appendix C.

Additional research must be done to complete the statement of the hybrid
optimization conditions. It is anticipated that computer algorithms can be
constructed to implement these conditions. Such an algorithm may be an
extension of the Cantor-Gerla algorithm [41] or Defenderfer's TR and CH algo-
rithms [39] in a way analogous to that described above for user optimization.

Convergence properties of such a procedure must be studied.

5.4 Model Credibility, Validation, and Calibration

Before a traffic engineer can make use of this computer assisted approach,
he must be assured that the models used have been empirically verified or that
they are part of the standard traffic engineering literature. This is true

for most of the elements of the model described here.

1) A polynomial has long been used for a freeway delay function [27.
Other formulas (for example, those in [19], (201, [21]1, [22]) can easily
replace this, or, a polynocmial can be used to approximate such a formula to

any required accuracy.

2) Both the Webster [23], [61] and the MITROP [25] formulas have been
based on empirical data. Some compromises were, however, made in the MITROP
program in dealing with turning traffic. MITROP has not been validated
for low flow conditions, where a cost function based on bandwidth [62] may be

more appropriate.
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3) The ramp delay expression has appeared in the literature [32], but
other maneuver models have as well (in {321, (531, 1541, [551, [561). A
sensitivity analysis may be appropriate. In addition, we have pointed out (in
Section 2.6) that a model with additional features would be useful for energy

evaluation and minimization.

4) The energy consumption functions are entirely empirical {281, [29].
We must still caution that fuel consumption results are as credible as our
velocity and delay models. In addition, neither [28] nor [29] provide data
for buses so we were obliged to assume (i) that on freeways and ramps, bus fuel
consumption is the same as six-tire, two-axle truck fuel consumption, and that
(ii) on the signalized network, the bus fuel consumption rate is 1.523 times
the automobile fuel consumption rate. Furthermore, technological change and
federal law will render these data obsolete. For accurate results, fuel con-

sumption studies such as [281, [29] should be repeated periodically.

We have assumed a flat straight freeway with an asphalt of high-type
concrete surface and freely flowing traffic. Claffey [28] estimates correc-
tions for grades, rough surfaces, and congestion. These corrections can

further enhance the realism of this study, and would be easy to include.

5) A potentially vulnerable area in this study is that of modal split.
Florian says, "In the development of models that serve to plan future trans-
portation systems, the demand function seems at present to be the weakest
1ink... each important study seems to pkoduce a different form for the demand
function.” [33]1 The mode split model we use (equations (2.33) - (2.36)) is
the same as in [33]. Others appear in [481, [49], (571, [58]).

Model calibration is discussed in [58] and, in a different context, [591.
In both cases, the procedure was the same: hypothesize a mode split formula
(several formulas in [59]), obtain data for all the mode attribute variables
considered (e.g., travel time, comfort, etc.) and the demand, and perform a
regression on the model parameters. This appears not to be a particularly
difficult procedure, especially since there are only a limited number of

parameters.

To calibrate a model such as that defined by equations (2.33) - (2.36)

the following information is required: passenger origin—destination demand
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data and average travel times broken down by mode for at least a limited number

of origins and destinations. In order to inspire confidence, there

should be at least an order of magnitude more data than parameters. Since in
(n) (n)
and B

should be travel demand and time data for 70 origin-destination pairs.

our model there are seven parameters (O and O , n=1,2,3), there

5.5 Application to Large Networks

It is likely that some important applications of the procedure described
here will involve much larger networks than in Section 4, for example, net-
works of 500 nodes or more. In this subsection, we consider the computer ex-
pense of such a run. We conclude that the expense for the full procedure
(i.e., three vehicle classes, signal calculation, mode split analysis) may be

an order of magnitude greater than that of a single class assignment.

Computer times and expenses for small networks are discussed in Section 4.
Nguyen [5] applies a Frank-Wolfe technique to the single class assignment of
traffic in the city of Hull, Canada. The network has 376 links, 155 nodes,
and 690 O-D pairs, and an assignment took as little as 21 seconds (longer

with a smaller tolerance).

Cantor and Gerla recommend a procedure for multiple class minimization
which we use here. This is an efficient decomposition so that the linear
programming step is replaced by three single class minimizations (for three
classes) and the master step optimizes over three times as many variables.
A similar procedure can be adapted to the Frank-Wolfe method. In that case,
the master step can be replaced by a search over three variables, or three
one-dimensional searches, or a single one-dimensional search. Analysis is

required to establish which is the most efficient overall approach.

In any case, we can conclude that a triple class assignment is five to

ten times as expensive as a single class assignment.

Florian and Nguyen [45] use a procedure similar to that of Section 3.4
for combined demand analysis and assignment. Florian [33] recommends a simi-
lar procedure for combined mode split analysis and assignment. This procedure
takes approximately 25% longer than an assignment alone. While our procedure
currently takes longer, it seems possible to reduce its time requirements

to that level.
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We anticipate, as well, that improved efficiencies are possible with
signal setting calculations. As we point out in Section 3.4, a full MITROP

computation need not be done more than twice per run.

This crude calculation indicates that a full triple-class assignment with
signal settings and mode split analysis should be roughly ten times as expen-
sive as a single class assignment alone. While this is not cheap, it provides
at least an order of magnitude more information. Furthermore, we have not
taken into account all the recommendations for saving time discussed in this

report.

5.6 Programming and Algorithm Improvements

The existing set of computer programs is not in suitable condition for
routine traffic engineering use. Some algorithm changes would reduce compu-
tation expense and some programming changes would make this convenient for
the traffic engineer. We repeat some suggestions made earlier and add new

ones.
1) Incorporate improved shortest path algorithms ([39].
2) Incorporate the CH and TR algorithms [39].
3) Improve the master step for system and user optimization.
4) Investigate hybrid optimization.

5) 1Investigate time savings in modal split calculations. This may

result in an algorithm similar to Florian's [33].

‘6) Put all the procedures together in a package that may be easily
used. At present, there are different assignment programs for single and mul-
tiple classes, and Webster and MITROP cost functions. Also, there is a con-

siderable amount of effort involved in interfacing with MITROP.

7) MITROP is, at present, an experimental code which uses a general
purpose mixed integer linear programming package. Considerable computer
expense can probably be saved by writiny a special purpose routine which

will make use of the special network features of the problem.
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APPENDIX A: MITROP TRAFFIC-SIGNAL OPTIMIZATION

MITROP is a program to minimize delay to traffic in a signal controlled
road network. While the vehicle flows on each link are held fixed, the
offsets, the splits of green time, and a common cycle time for the network

are simultaneously treated as decision variables. The simultaneous treatment

represents a significant departure from previous methods.

The traffic flow pattern is modeled as a periodic platoon. From this
is deduced a link performance function, which is approximated by a piece-wise
linear convex surface representing the delay incurred by the platoons. A
further component of delay arises from a stochastic phenomenon. At flows
close to capacity but still, on the average, below it, occasional fluctua-
tions in platoon size lead to temporary overflow queues and consequent de-
lays. As flow approaches capacity, average delay rises, slowly at first and

then very rapidly. This is again represented by a piece-wise linear function.

The optimization problem becomes a mixed-integer nonlinear program. The
integers enter from the loop constraints, which require that the sum of off-
sets around any loop of the network must be an integral number of cycle times.
The piece-wise linear representations of the nonlinear functions convert the

problem to a mixed-integer linear program.

In the following, we formally state the network synchronization and coor-
dination problem as solved by MITROP. The notation used is that of references

{25] to [27] and Appendix B and not that of the main body of this report.

Let Sj denote the traffic signal at node j and let (i,j) denote the link

connecting nodes i and j. We define:

rij(gij) = effective red (green) time at Sj facing (i,3)
0. . = internode offset between S, and S,
ij i j
wj = intranode offset at Sj
fij = average flow on link (i,3J)

= average disutility per vehicle on link (i,j) for

zZ,,
13 traveling through Sj
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Qij = average overflow queue at the stop line of Sj.

The objective of the network optimization procedure is to determine sig-
nal settings (offsets, splits and cycle time) that minimize the disutility
encountered by the vehicles that travel through the signalized intersections.
In MITROP this objective is composed of two components. The first component
is associated with the mean of the traffic flow process and is represented
by the link performance function (LPF). The second component is associated
with the random variations about the mean and is represented by the satura-
tion deterrence function (SDF). In general,

LPFij fijzij(¢ij' rij' c), (a.1)

SDF =9, .(c.., C). A.2
i3 QIJ( 5 ) (n.2)
The constraints of the optimization program represent the street network
structure as well as the interrelationships among the variables of the

program for each link (i,j) we have,

i t ' e .+ ,.=C, A.3
signal aspect constraint rlj 913 (2.3)
capacity constraint: s,.g,., > E..C, (ar.4)
ij%iy = i3

pedestrian clearance time: r.. 2 (r,.) . (A.5)
1) — ij ' min ’

bounds on cycle time: c., <Cc«<cC . (a.6)
min — — max

In addition to this we have for each loop % in the network a loop offset

constraint:

E ¢ij + % wj = nRC, (r.7)

(llj)Eg;
where ny is an integer number associated with loop L.
The traffic signal network optimization problem is then formulated as

the following mathematical program:
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Determine values of $,., r.,., C .,
. ij ij

to minimize E (LPF, . + SDF,.), (a.8)
(i73) - 1

subject to constraints (A.3) to (A.7) and rij' gij 2> 0; nl—integer.

The MITROP processor linearizes piece-wise the nonlinear components in
the objective function, so that the program can be solved by mixed-integer
linear programming. Commonly branch and bound techniques are used to solve
such problems. In the present study, IBM's MPSX system is used for this pur-
pose. Details on MITROP can be found in the references [25] to [27].
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APPENDIX B: MITROP DELAY FUNCTIONS FOR SIGNALIZED LINKS

As described in the main body of the report, the overall procedure
iterates between setting signals and assigning flows: starting from an ini-
tial setting of the signals, assignments are made that determine flows.
Given these flows, new signal settings are made. In the more advanced ver-
sions of the optimization, MITROP is used to determine the signal settings.
Under these circumstances, it is necessary to include the MITROP link delay
functions in the traffic assignment part of the iteration, even though some
or all of the actual signal settings are held fixed. The purpose of this

appendix is to indicate what those delay functions are.

The delay has two components: one deterministic, one stochastic. The
first is brought about by the stopping of all or part of a platoon at a
signal. The process is modeled deterministically. The second is brought
about by the variation in platoon size from one cycle to the next so that
sometimes a few vehicles will be stopped by the signal even though a
platoon of average size would pass through. This process is modeled stochas-
tically. We take up each case in turn. The notation of this appendix is
that of references [25] to [27] and Appendix A and not that of the rest of

this report.

B.1 Deterministic Delay

Traffic on a link in the signalized network is modeled as a rectangular
platoon: Let
P = platoon length (seconds)

Y = arrival time of the front of the platoon at the signal,

measured from the start of green (seconds)
q = traffic flow rate within the platoon (vehicle/sec)
s = saturation flow (vehicle/sec)
y = a/s

z = delay/vehicle (seconds).
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There is a considerable number of possible delay cases generated by dif-
fering relative signs of the parameters involved. These are analyzed in
Gartner, Little, and Gabbay ([26], [27]. However, for signal settings
reasonably close to optimum for the link, a single case captures the

major effect. For this case, the delay per vehicle is
2

z = 2p(l—y) . (B.l)

Calculations with actual platoon data show the general quadratic shape. (See
Fig. 4 of [26].) The parameters on the right arxe related to the signal set-
tings as follows. Let

t = unimpeded travel time on link (seconds)

¢ = extended internode offset, including travel time (seconds)

g = upstream green time (seconds)

k = platoon dispersion factor for link

f = flow on link (veh/sec).

Then
Y =t
p = kg
a=£f/p.

For a given link s, k, and t are fixed constants., MITROP determines ¢ and g.
Total deterministic delay per unit time for the 1ink as a function of flow

and green time is then
2 -1
fz = £(t-¢)° {kg(l-[£/skg)} =, (B.2)
with only-f and g varying in the traffic assignment part of the iteration.

B.2 Stochastic Delay

The stochastic component of delay recognizes an important physical

phenomenon. At flows that are close to capacity but still, on the average,
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below it, occasional fluctuations in the size of the platoon can lead to tem-
porary overflow queues that seriously degrade performance. This has a con-
sequence that, as average flow approaches capacity, average delay increases,
gradually at first, and then very rapidly. A representation of this effect
is needed to prevent dreen time from approaching its lower bound too closely.
It is, of course, possible to put a sizeable constraint on minimum green
time, but such an approach misses the main idea of an optimization process.
This is because of the tradeoff between capacity loss at short cycles and

the inherently large delays of long cycles.

Wormleighton [60] has studied the effect in some detail motivated by
experience with the Toronto traffic control system. Following his model,

assume

1) Arriving vehicles come in platoons or other periodic function of

time with an average arrival rate at time t of q(t).

2) Arrivals are a non-homogeneous Poisson process. Thus the number
of vehicles in (t,t + C) is a random variable having a Poisson distribution

with mean

for any t.

3) The service provided by the green time is deterministic with rate

s (vehicles/sec) up to gs(vehicles/cycle).

If the state of the intersection is examined at the end of green, a

bulk service gqueuing model is defined. Let

Q(0) = number of vehicles in queue at the start of red (end of
green) -- overflow queue

Ac = fC = average number of vehicles arriving in a cycle

s = gs = number of vehicles that can be served in a green time.

X = Ac/s = fC/gs = utilization factor (degree of saturation).

Wormleighton finds the generating function of A(0) and calculates E{Q(O)} as
a function of S and x over S € [5,55] and x € [.2,.975]. Within these
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ranges, E{Q(0)} varies from essentially zero to 18 vehicles.

MITROP takes the delay attributable to the overflow queue as a "satura-
tion deterence function" in the optimization objective function. To make
the function computationally convenient, Wormleighton's table has been ap-

proximated by the following expression:

2 2
[ = [1.2531-% 2(l—x) 3
Q(0) (_l-x) —S) + 2.25x% =3 + 0.008x7]) , (B.3)

which gives the stochastic delay per unit time. The signal setting process
determines C, and S is a link constant. Then equation (B.3) gives the delay

as a function of £ and g through S=gs and x=£fC/gs.

The stochastic delay per vehicle is Q{(0)/f. Then the delay per vehicle

is
z + Q(0) /£,

and the travel time on the link for each vehicle is
z + Q(0)/f + t.

This quantity, translated into the notation of Section 2, appears as (2.20).
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APPENDIX C: HYBRID OPTIMIZATION

In the following, we describe a hybrid optimization problem for the simple
network shown in Figure C.l. There is only one origin (0) and one destination
(D) and N+1 links carry flow between O and D. Links 1,...,N are not controlled,
but the system, by means of a traffic signal, can impose delay W on link N+l.
This delay influences the flow in the network by making link N+1 less desirable
than otherwise. The user optimizing behavior of drivers limits the traffic
flow on this link.

Flows are represented by ¢1,...,¢ d travel times are represented by

N+1 2P
cee i i -+ i .
Tl' 'TN for the first N links and TN+1 W for the last link

Assume that a total flow 9 travels between O and D. Define

T = min (Tl,...,TN, TN+1 + W). (c.l)

The positivity and conservation of flow constraints are

6,20, i=1,..,81, (c.2)
b, =& - (c.3)
=1

For each delay W, the user optimization flow is determined by

$.(T, - T =0,i=1,...,N
1 1 (C.4)

N

N1 {Tey WD =0

Suppose the operating agency wishes to choose delay W to influence traf-

fic to minimize a cost function C(¢1,...,¢ ;, W), which may be one of those

N+1
discussed in Section 2.3.3. Then the hybrid optimization problem can be

written

minimize C(¢1,...,¢ , W),

N+1
¢l""'¢N+1' w

subject to (C.2) to (C.4).
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Figure C.1 UNetwork with System Control Only on Link N+l
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Further research is needed to formulate completely this problem in
general networks to find necessary conditions for a solution, and to devise

numerical optimization techniques.
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APPENDIX D: NETWORK DETAILS

In Table D.1, details about the links in the examples of section 4.1 and
4.2 appear. Note that the density on a link is given as a function of the
flow as follows

7
Py =ayd, +ap, - (D.1)

The coefficient a1 is the inverse of the free velocity.

The single class requirement matrix (the table of origin-destination
demands) of the examples of section 4.1 appears in Table D.2. Table D.3
contains the multiple class requirements matrices for all other examples
in section 4.1 with the exception of the mode split case in 4.5 in which

the initial requirements were reduced to 60% of the values shown.

The link parameters for Figure 4.4 are shown in Table D.4. These
parameters are used in all examples in and after Section 4.2 except for the
accident case. 1In that case, the capacity of link 39 is reduced to 2000 and

-22

a7 = 7.71 x 10 .
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TABLE D.1 LINK PARAMETERS -- ROADWAY NETWORKS

Link Capacity p max Length Free Velocity a,

1 4000 450 0.25 40 0

2 4000 450 0.1 40 2.14 x 10724
3 4000 450 0.25 40

4 4000 450 0.5 40

5 4000 450 0.25 40 2.14 x 10724
6 4000 450 0.1 40 2.14 x 1072
7 4000 450 0.25 40

8 4000 450 0.25 40

9 4000 450 0.1 40 2.14 x 10724
10 4000 450 0.25 40

11 4000 450 0.5 40

12 4000 450 0.25 40

13 4000 450 0.1 40 2.14 x 10724
14 4000 450 0.25 40 2.14 x 10”24
15 2000 225 0.05 35 0

16 4000 450 0.25 40 0

17 4000 450 0.25 40 0

18 4000 450 0.5 40 0

19 4000 450 0.25 40 0

20 4000 450 0.1 40 2.14 x 10724
21 4000 450 0.25 40 2.14 x 10724
22 2000 225 0.05 35

23 4000 450 0.25 40

24 4000 450 0.1 40 2.14 x 1072%
25 4000 450 0.25 40

26 4000 450 0.5 40

27 4000 450 0.25 40

28 4000 450 0.1 40 2.14 x 10°2*
29 4000 450 0.25 40 0

30 4000 450 0.25 40 2.14 x 10”24

-D2-




TABLE D.l (continued)

Link Capacity p max Length Free Velocity a,

31 4000 450 0.1 40 2.14 x 10”24
32 4000 450 0.25 40

33 4000 450 0.25 40

34 4000 450 0.25 40

35 6000 675 0.25 55 3.34 x 10°2°
36 6000 675 0.5 55 3.34 x 10°2°
37 2000 225 0.05 35 0

38 6000 675 0.5 55 3.34 x 10°2°
39 6000 675 0.25 55 3.34 x 10720
40 6000 675 0.5 55 3.34 x 10°2°
41 6000 675 0.25 55 3,35 x 10" 2>
42 2000 225 0.05 35 0

43 4000 450 0.1 40 0

44 4000 450 0.1 40 0

45 4000 450 0.1 40 0

46 4000 450 0.1 40 0

47 4000 450 0.1 40 0

48 4000 450 0.1 40 0

49 4000 450 0.1 40 0

50 4000 450 0.1 40 0
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TABLE D.2 REQUIREMENTS MATRIX

Fro

To

12

21

22

23

7

25

26

28

13

14

15

18

21

22

23

24

25

26

27

28

560

600

4510

375

375

330

375

3810

375

187

150

225

225

225

150

225

150

225

225

225

375

225

300
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TABLE D.3 MULTIPLE-VEHICLE CLASS REQUIREMENTS

Class 1 -- Single-Passenger Cars

Fro v 6 12 21 22 23 24 25 26 28
1 200 375
7 350 225
13 200 100 100
14 215 187 225
15 2500 225 225
18 3000
21 145 125
22 225
23 300
24 275
25 70 225
26 275 150
27 225
28 150
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TABLE D.3 (continued)
Class 2 -- Car Pools
To
From 6 12 22 25 28

1 300
7 130
13 100 20 50
14 100
15 800
18 1000
21 200 100
24 100
25 20
26 100

TABLE D.3 (concluded)

Class 3 -- Buses
To

From 6 12 22 25
1 20
7 40
13 10 10 25
14 20
15 170
18 170
21 10
25 20
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LINK PARAMETERS -- NETWORK WITH SEPARATE FREEWAY LANES

TABLE D.4

Link Capacity p max Length Free Velocity a7

1 4000 450 0.25 40 0

2 4000 450 0.1 40 2.14 x 10°%4
3 4000 450 0.25 40 0

4 4000 450 0.5 40

5 4000 450 0.25 40 2.14 x 10724
6 4000 450 0.1 40 2.14 x 10°%4
7 4000 450 0.25 40

8 4000 450 0.25 40

9 4000 450 0.1 40 2.14 x 10724
10 4000 450 0.25 40

11 4000 450 0.5 40

12 4000 450 0.25 40

13 4000 450 0.1 40 2.14 x 10°%*
14 4000 450 0.25 40 2.14 x 10”24
15 2000 225 0.05 35 0

16 4000 450 0.25 40 0

17 4000 450 0.25 40 0

18 4000 450 0.5 40 0

19 4000 450 0.25 40 0

20 4000 450 0.1 40 2.14 x 10724
21 4000 450 0.25 40 2.14 x 1072
22 2000 225 0.05 35 0

23 4000 450 0.25 40 0

24 4000 450 0.1 40 2.14 x 10°%%
25 4000 450 0.25 40 0

26 4000 450 0.5 40 0

27 4000 450 0.25 40 0

28 4000 450 0.1 40 2.14 x 10724
29 4000 450 0.25 40 0

30 4000 450 0.25 40 2.14 x 10°%*
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TABLE D.4

(continued)

Link Capacity p max Length Free Velocitlj a,

31 4000 450 0.1 40 2.14 x 10724
32 4000 450 0.25 40

33 4000 450 0.25 40

34 4000 450 0.25 40

35 4000 450 0.25 55 3.80 x 1072%
36 2000 225 0.5 55 2.43 x 10722
37 4000 450 0.25 55 3.80 x 10724
38 2000 225 0.05 35 0

39 4000 450 0.5 55 3.80 x 10724
40 4000 450 0.25 55 3.80 x 10”24
41 2000 225 0.5 55 2.43 x 10722
42 4000 450 0.25 55 3.80 x 1072%
43 4000 450 0.25 55 3.80 x 10”24
44 2000 225 0.05 35 0

45 4000 450 0.1 40 0

46 4000 450 0.1 40 0

47 4000 450 0.1 40 0

48 4000 450 0.1 40 0

49 4000 450 0.1 40 0

50 4000 450 0.1 40 0

51 4000 450 0.1 40 0

52 4000 450 0.1 40 0

53 2000 225 0.75 55 2.43 x 1022
54 4000 450 0.25 55 3.80 x 10 2%
55 2000 225 0.5 55 2.43 x 1022
56 4000 450 0.25 55 3.80 x 10”24
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APPENDIX E: REPORT OF NEW TECHNOLOGY

Although there are no inventions or other patentable items, the report
does represent a novel achievement in providing an optimization procedure for
steady-state traffic flow in a corridor network, where the assignment, signal-
setting and modal-split effects are integrated into a single analysis and
combined in a set of computer-assisted traffic engineering programs as

described in Section 3.
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